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1 Introduction

Autonomous navigation is one of the most crucial tasks
for mobile agents. The goal is to have the mobile agent
reach any location in the environment in a safe and ro-
bust manner. Traditionally, robot navigation (including
obstacle avoidance) has been addressed with analytical
model-based solutions using signals from Lidars or depth
sensors [5, 6]. Recently, learning based visual navigation
methods have gained popularity because 1) they can per-
form navigation without accurate localization or metric
maps [18, 1], 2) they do not require expensive Lidars or
depth sensors [1 1, 14], 3) they can generalize robustly in
previously unseen environments [24, 15].

Despite these benefits, learning-based approaches usu-
ally require a large amount of data. Collecting the data
through interactions with the real world could be danger-
ous, costly and time-consuming. A solution to this chal-
lenge of learning-based navigation is to learn in simulated
environments. In simulation, the agent can collect experi-
ences safely and efficiently: usually one or two orders of
magnitude faster than real-time. However, despite recent
advances in simulation for robotics [19, 24, 20, 21, 12,

, 7, 3], it is still less than straightforward to transfer di-
rectly what is learned in simulation to the real world. The
reason for this is the so-called sim2real gap: the (more
or less subtle) differences between the simulated and real
environments, for example due to the different spatial ar-
rangement of objects or the disparity between real and
simulated sensor signals.

Many learning-based approaches rely on simulation
for fast policy learning. And different simulation-to-real
transfer strategies including photorealistic rendering|[ 16,

], domain randomization[ 7] and domain adaptation[2,

] were proposed. In particular, the Gibson Env[23] is a
simulation environment that does photorealistic rendering
and additionally provides a pixel-level domain adaptation
mechanism to aid with the commonly raised concern of
sim-to-real transfer. In Gibson Env the spatial arrange-
ment of objects is realistic because the models of the en-
vironments are obtained from the real world. Addition-
ally, the gap between simulated and real visual sensors
is bridged through a novel neural network, the Goggles.
Thanks to these properties, Gibson Env has demonstrated
great sim-to-real transfer performance [9, 13]. However,
Gibson Env presents two main limitations that hinder its
use for learning-based navigation approaches: 1) the ren-
dering is relatively slow (40-100fps) for large-scale train-
ing, which partially defeats the purpose of training in sim-
ulation, and 2) the interaction between the agent and the
environment is limited only to a planar motion on the
floor, while navigation in many real-world scenarios in-
volves more intricate forms of interaction, such as open-
ing doors and pushing away objects that are in the way.

To overcome these limitations, we present Gibson Env
V2, a significantly improved version over Gibson Env.
Gibson Env V2 has significantly faster rendering speed,
which makes large-scale training possible. It also allows
for more complicated interactions between the agent and
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the environment, such as picking up and placing objects,
or opening doors and cabinets. This environment opens
up new venues for jointly training base and arm policies,
allowing researchers to explore the synergy between ma-
nipulation and navigation.

This paper provides a brief overview of our updated
Gibson Environment. In Section 2, we showcase the new
rendering pipeline and dynamic objects handling. In Sec-
tion 3, we benchmark Gibson Env V2 against Gibson Env
V1 and other simulated environments.

2 Gibson Env V2

The main bottleneck for rendering speed in Gibson Env
V1 is caused by its reliance on image-based rendering
(IBR). IBR has the benefit of achieving high photoreal-
ism, but it has two main issues. First, in order to render
the scene, the system must load images from all available
viewpoints and process them on-the-fly. This process is
computationally expensive and although modern IBR al-
gorithms can achieve-real time frame rate, on most sys-
tems they struggle to render orders of magnitudes faster
than real-time[8], which makes learning in a IBR-based
environment slow. Secondly, using IBR limits our abil-
ity to add interactive objects in the environment because
rendering is based on static images.

To address these issues, in Gibson Env V2, we switched
to mesh rendering and used a neural network to fix the
artifacts and achieve similar photorealism level and faster
speed (see Table 1 for rendering speed comparisons). We
also enabled addition of interactive objects.

Mesh texturing and rendering Gibson Env V2 re-
quires textured meshes, which were not required for Gib-
son Env V1. We textured the mesh with globally reg-
istered RGB images, using OpenMVS’s implementation
of MVS-texturing[22]. Because the meshes are already
available from fusing depth sensors, we only need to run
the texturing step of the traditional MVS-texturing. In
Gibson Env V2, we also used view selection, global seam
leveling and local seam leveling to achieve high-quality
mesh texture. We released all the mesh models as part of
the updated software stack.

To keep our rendering pipeline compatible with mod-
ern deep learning frameworks, we implemented the en-
tire pipeline in Python with PyOpenGL, PyOpenGL-
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Figure 1: A example trajectory of an agent opening a door with
a gripper. Top row: Agent’s view. Bottom row: Physics view.

accelerate, and pybindl1 with our custom C++ code.
Compared with Gibson Env V1, which did not fully use
OpenGL and relied heavily on expensive inter-process
communication, we now are able to achieve much lower
overhead, resulting in faster rendering speed.

It is worth mentioning that we allow rendered images
to directly transfer to a tensor on a GPU in modern deep
learning frameworks (such as PyTorch) instead of going
through host memory. This effectively reduces device-
host memory copies and significantly improves rendering
speed (7.9 times frame rate gain at 512 x 512 resolution
and 28.7 times frame rate gain at 1024 x 1024 resolution).

Interactive Navigation Another main drawback of IBR
is that adding objects to existing environments is diffi-
cult. Each rendered frame takes pixels from source views,
so adding objects would mean manipulating the source
images themselves. On the other hand, mesh rendering
makes it easy to add novel objects to the scene such as bot-
tles and cans that the agent can interact with. We can also
add articulated objects such as doors and cabinets into the
environment to allow for more complicated tasks, e.g. in-
teractive navigation or object search.

To simulate physics for the added objects, we used sim-
plified mesh models in Pybullet for collision detection and
handling. We synchronized the pose between Pybullet
and our own renderer to bypass Pybullet’s native render-
ing. Using our own rendering pipeline gives us improved
performance and the freedom to randomize lighting and
textures for meshes in the scene. Fig 1 shows a trajectory
of an agent interacting with a door. The agent approaches
the door, grasps the handle with an end effector and pulls
the door open by backing up. To simplify the physics, we
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create a universal joint between the end effector and the
door handle when they are closer than a certain threshold.

3 Benchmarks

In this section, we benchmarked the rendering speed of
Gibson Env V2 against that of Gibson Env V1 and the
state-of-the-art 3D simulator Habitat-sim[20]. We also
demonstrated the sim-to-real performance on a visual path
following task. Note that this section is not an exhaustive
benchmark of all aspects of Gibson Env V2, but rather a
showcase of some important aspects.

Rendering speed The rendering speed of the improved
renderer can be found in Table 1. Due to the reduction
of inter-process communication, the rendering speed is
much faster than Gibson Env V1, achieving 4x frame
rate for RGB and close to 2x frame rate for simultane-
ous RGB filled, semantic labels and surface normal ren-
dering. For RGB filled rendering, the main bottleneck is
running the neural network filler, so the speedup is not
as significant. We also compared the rendering speed
with Habitat-sim[20]. Since Habitat-sim uses a simpli-
fied physics model, we compared it with our rendering-
only (no physics) speed for a fair comparison. Our ren-
dering speed is on par with the state-of-the-art simulation
engines.

Sim-to-real transfer As a demonstration of the sim-to-
real transfer performance of our simulator, we conducted
a experiment on a transfer task of visual path following.
Fig 2 shows the problem setup: A visual path is defined
as a sequence of images collected on a trajectory by the
agent, denoted as (Ij , I?). We use a policy network that
takes in the image sequence and the current camera view
(I Jf I Jl»’), and generates velocity commands (vg,wp) for
the agent. The images are in pairs because we use a 360
degree field of view camera consisting of two 180 degree
field of view images. See [9] for the model and experi-
mental setup details. For the sim-to-real experiment, the
visual path is collected in the simulator, and the visual
path following task is executed in the real world. There
are lighting and object arrangement differences between
the simulated environment and the real world. We com-
pared our sim-to-real experiment with a real-to-real ex-
periment in which the visual path is collected in the real

Output GibsonV2  GibsonV1
Sensor (fps) 1017.4 396.1
RGBD Pre-filled (fps) 264.2 58.5
RGBD Filled (fps) 61.7 30.6
Semantic Only (fps) 279.1 144.2
Surface Normal (fps) 271.1 129.7
Scene ‘ GibsonV2  Habitat-sim
Hillsdale 620.4 752.9
Albertville 422.0 688.2

Table 1: Rendering speed benchmark. Top table: The table
shows rendering speed (frame per second) of our environment
under different rendering modes at 256 x 256 resolution with full
physical simulation enabled. Bottom table: The table shows the
rendering only (no physics) speed of our environment compared
with habitat-sim at 640x480 resolution. All benchmarks are run
with a single NVIDIA GeForce GTX 1080 Ti Graphics Card
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Figure 2: Illustration of sim-to-real transfer experiment on vi-
sual path following.

world. We evaluated sim-to-real and real-to-real perfor-
mance in 3 cases, and for each case we repeat the exper-
iment 10 times and calculate success rate and sub-goal
coverage rate.

As shown in Table 2, the sim-to-real transfer per-
formance is comparable to the real-to-real performance.
Note that the sim-to-real transfer performance is deter-
mined by the simulator, the task and the algorithm. There
is no guarantee that Gibson Env V2 simulator will work
for all algorithms. Rather, this simply shows that, with
appropriate algorithmic design, Gibson Env V2 has the
potential of transferring to real for navigation tasks.
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[4] A. Dosovitskiy, G. Ros, F. Codevilla, A. Lopez, and

Case 1: 6.6 m | Case2: 8.4m | Case3: 12.7m
Sim2real 0.90 / 0.98 0.80 / 0.87 0.80 / 0.93
Real2real 1.00 / 1.00 1.00 / 1.00 1.00 / 1.00

V. Koltun. Carla: An open urban driving simulator. In
Conference on Robot Learning, pages 1-16, 2017. 1

[5] F. Flacco, T. Kroger, A. De Luca, and O. Khatib. A depth

Table 2: Sim-to-real transfer performance for visual path
following task. The table shows success rate (the first
number) and sub-goal coverage rate (the second number).

4 Conclusion

In this paper we give a brief overview of an improved ver-
sion of Gibson Env. It achieved higher rendering speed
and is capable of simulating interactive objects in the en-
vironment while maintaining the photo-realism of Gibson
Env. This environment could accelerate visual navigation
policy learning in a realistic indoor environment. More
importantly, it opens up possibilities for jointly learning
manipulation and navigation policies.
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